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Abstract ’ -

Terzuolo

)

nd Viviani, in widely cited research, propose a central

control mo4el” of eiming in typing, in whieh keystroke times<are
generated 1in parallel from. centrally stored, word-specifi¢ timing
patterns. Differencés in overall time to type a given word are

attributed to .a multiplicative rate parameter, constant
typing of the word, but varying from-one typing to another. Three major
lines of evidence are cited for this model: (a) keystroke. times expand
or contract proportionally when words are typed slower or, faster; (b)
the variances of keystroke times do, not increase for successive letters
in*a word; (c) the times to type a given digraph exhibit word-specific
differences.
proportionally; (b) the apparent constancy of variances is an artifact
of the method that Terzuolo and Viviani used to transform the keystroke
times; (c) the effeets of surrounding character context, are sufficient
to explain differences in digraph latencies and these effects cross word
boundaries, showing thdt theyrare not word-specific.
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for a given

My analyses’ show that (a) keystroke times~do not expand
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Evidence Against Timing Patterns in-Typing
. .

A largé part of dur daily activity is based on highly "practi

:motor movements. Examinagion of the detailed timing characteristics *

these motor movements can provide insight into how the mind learns,
stores, plans, and carries out actions. Typing is a particularly
interesting skill from this jvantage point because people are readily
available with skills ranging from that of the complete novice to the
professional typist with thousands of hours of practice. The sequence
of keystrokes in typing pfovides a set of well defined events with
easily measured times. In contrast with tasks such as playing a musical
instrument, the control of timing in &yping is not an explicit
. ~constraint of the task, and therefore the timing in typing should mo K&
clearly reflect the timing structure of the motor system. - '
Terzuolo and Viviani (Terzuoio & Viviani, 1979; Viviani,&'Terzuolo,
'1980; Terzuolo & Viviani, 1980) have argued strongly and consistently .
for a mbdel of. tne control of timing in typing that postulates an
invariant timing pattern, or “motor engram," ‘for each common word and
some common:letter sequences. These timing patterns may vary from one
~ typist: to anothers They propose that keystroke times are generated in
parallel from -these centrally stored, word-specific ‘timing patterns.
Differences in owergll time to type a glven word are attributed to a
multiplicatiye rate parameter, constanht for a given typing of the word,
but varying from one typing to another. They cite three lines of
L evidence for their model of timing: (a) although the overall tgme to
type a given word may vary from one typing to, another,- the letter-to-,
letter intervals within the word expand or contract proportionally,
maintaining fixed ratios and indicating a multiplicative rate parametér;
the observed interstroke intervals for a word are 'characterized ‘by an
. "abstract invariant, namely the sef, of ratiog of time intervald between
successive key presses" (Terzuolo & Viviari, 1986, p. 1098); (b) “the
variability in keystroke times does not 'increase with the position of
the letter in a word, indicatirng that the times are generated in
’( parallel, rather than sequentially; (c) the interstroke interval for a
given digraph is “sometimes significantly different}when <the digraph
occurs in different words, indicating a word-sbecifgc timing pattern.

-
-

.

M ’ : L
The TV Model . b »
'Althdugh Terzuolo and Viviz l never present ah explicit model for
Lfiming in typing, the following mddél, which I wHtl call rhe "TV model,"
is in accord with their view of timing control. In the TV model, .the
Kkeystroke times are generated in parallel by multiplying a stored tining
pattern by a rate parameter. Let the observed keystroke. times for a
word be given by the expression '
el ~ o . b - .
. twn = ern.‘F ewn . '. ’ (1)
R ) ) d
' X . ' ) E
/ - L3
, NS . o \‘7 . -
‘ - ' N - N
, ”‘":’_, - v + o
o , - - '7 . *
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The expression for the corresponding interstroke intervals .is e
« . H
Tyn =Tuln + eyn — w{n-1) (Z)

where
e

>

the

wn islf random error werm for the nth letter in

word.

! J

the_xth_iyping of

It is a randem normal’ varijate with medn

Iﬁ is the ‘stored timing pattern interval for the nth letter.

In

= Tn = Tin-y)-

Ion is the observed 1ihterstroke interval for the.nth letter in the
wth typing of 'the word. -

Iy is_a rate parameter, constant for the xgh typing of the word.
It is a random normal variate with mean = 1. i

Tn is the stored pattern time for the nth letter. ‘

twn is Eye time for the nth keystroke in the wth instance of the
word. - . -

.

- \

In this péper I qqestiBn the evidence for the Terzuolo and Viviani
model of.timing, using data that I have collected from skilled typists
as well as data published by Terzuolo and Viviani. I discuss the three
aspects of the model in turn: (a) the multiplicative rate parameter; (b)
the parallel generation of keystroke times; (c) the word-specific timing
patterns. _ ) .
> ? -

Is There a Myltiplicative Rate Parameter?

b3

*  Although Terzuolo and Viviani (1580) argie for the presence of a
multiplicativey rate eparameter and present suggestive data, they do not
report ~any sf&{éstical evidence for this aspect of the model. The
presence of a rateé parameter in the model makes two predictions that can
be tested. First, the rate parameter makes the weak prediction that the
interstyoke *intervals within a wgrd should be positively correlated over
repeated typings df the word. Second, the multiplicative rate parameter
makes  the strong prediction that:the ratio ~of the intervals ‘'should
remain constant &s the overall duration of the wdtrd changes. In the

‘next two sections, I test these predictions of the rate parameter model.

-

Intervals Should Eé Positively Correl;ted . K

-

Because the rate parameter is constant for.a given typing of a

word, if one interval is, for example, longer in a given instance of the

word, the other intervals in that instance should tend to be longer

also. That 1is, 1if several instances .of a word are rexamined.,, the

interstroke intervals within the word should be positively correlated,

I therefore analyzed ddta fram typists to see *if the intervals withih a
~ o

'word were positively correlated. A S,

Metﬁod. In Study I, five professional typists transcribed normal

English prose, typing at a Hazeltine,1500 computer terminal. . All five
typists were very familiar with .this terminal, using it as.part of their
normal. employment in comjénction with the campus word processing system.

The keystrokes were displayed on 'the screen of the terminal. Keypresses
and the corresponding times were recorded by a mjnicomputer
\‘ e
’ ]
P ) L . 8
D)
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The text to be typed consisted of six prose articles: adapted from
Reader’s Digest. The articles were edfted to eliminate Arabic numerals
and quotation marks. Other punctuation and capital letters were

preserved from the original articles. The text was approximately 55,000°

characters long and was presented as double-spaced, ‘ typewritten copy.

After a 10 minute ‘warmup‘with another text, the typists were asked to,

type the experimental text at their normal, rapid rate, without
correcting errors. The typists transcribed the text in from one to
three experimental sessions, taking.occasional rest breaks at their own

.

Study 2 was conduéted about one year after #udy 1. In Study 2,
six professional typists, including the five typists who participated in
Study 1, transcribed normal English prose, typing on a high-quality
electronic keyboard (Microswitch modél 51SD12-4 *with Jtactile feel™)
with a 'keyboard layout “identical to that of the normal IBM Selectric
typewriter, (Figure 1 shows the keyboard layout.) All typists frequently
typed en a Selectric typewriter. The typed letters were displayed on a
CRT 'in front-of the typist. Keypresses and the corresponding times were
recorded by a microcomputer.

The text was one of those used in Study 1l: an article adapted .from
Reader’s Digest about diets. It will be referred to as the "diet text."
The text was approximately 12,000 characters long and was presented’ ag
double-spaced, typewritten copy. After a 10 minute warmup with another
text, the typists were asked to type the diet text at their normal,
rapid rdte, without_correcting errors. '

.

All words of four or more letters which occurred at least ten times
in either Study 1 or Study 2 wetre examined. Data from the two studies
were treated séparately. Since correlations can be strongly affected by,
outlying data,- instances of words with aberrant intervals were
eliminated by- two procedures. First, words containing an interval
greater than 400 aseg. (about 4% of the words) were eliminated. Next,
words containing a interval more than 3 standard deviations away from
the mean for that interval (another-2% of the words) were eliminated.
The correlation coefficient was calculated for all pairs of intervals
within each word. In all, 1517 correlations were calculated, involving
51 different words and 6 typists. . ’

Results. Most of the correldtions between irterstroke éntervals
were very small..  Overall, 82% of the correlations were . not
significantly different from zero. 3% of the correlations were
significantly less than zero and 15% were significantly greater than
zero. The average correlation was +0.162. For the individual typists,
the average correlations‘ranged from +0.11 to +0.25. It is interesting
to note that the average correlation between intervals for a given
subject was significantly correlated with their median interstroke
intervals: r = +40.92. That 1is, the slower typists had wmore highly
correlated intervals. -These values for the average correlation are
strongly weighted toward the longer words, because all possible pairs of
intervals within a word were used: for exam le, a four letter word has 3
different pairs. of intervals but an eight getter word has 21 different
pairs., however, when the correlations within each word are collapsed,

thus weighting each word equally, the average correlation thanged only
slightly, to +0.176. .

>
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Figure 1. The layout of the keyboard used in" Study 2. This 1s.the
standard "qwerty" keyboard and 1s identical to the keyboard layout of .
the IBM Selectric typewriter. ) ’ -
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The' TV modél predicts a possible negative. correlation for
successive interstroke intervals. This can, be seen by noticing in
Equation/}; that the error term €u(n_q) enters into i n with a negative
sign, but ‘would enter into 1,0, 1) yith a positive sign. (For further

‘discussion of the negative correlations in parallel tihing models, see

Wing, 1980.) These negative™ correlations are confined to adjacent

intervals.. Therefore, I also summarized th correlations with adjacent

intervals omitted.. The results are—much’ the same. With ad jacent

intervals omitted, 86% of the correlations are not significantly

different tfrom zero, and only* 12% are significantly positive. The

average cotrelations were +0.}139 (all .intervals) - and ° +0.2054
{correlations collapsed within words). These ‘results indicate thdt if

there is a proportional expansion of intervals, the effect is extremely

small. Overall, it would account “for, at most, 4% of the variance

observed in interstroke inte€rvals. .

The Ratio of Intervals Within a Word Should Be Constant ;

4 Even thougﬂ'the‘datd‘fail'the weak prediction of the rate parameter’
model, it is useful to test Re stronger, quantitative prediction: if
the interstroke intervals for two digraphs within a word are compared

Jover instances of the word, the ratio of the two intervals should remain.

approximately ‘constant. If the ratio of two intervals was exactly
constant (which would be true if the error terms iﬁ'Equation 2 were
equal’to zero), a scatter plot of the in rvals over repeated instances,
of the word would fall on a straight Zline passing through the origin
with a slope equal to the ratio of the/intervals. 1 call this line~the
"constant ratio line." Even 4f both iftervals contain a normally varying
random error, as in Equation 2, the scatter plot will still form an
ellipse whose principal axis is the constant ratio .line.

Method. Of the 1517 pajrs of intervals examined inm the previous
study, 234 of them had a sigﬁificantly positive' correlation.® The 39
pairs of intervails with éignificantly negative correlations violate the
rate parameter model and were not studied further. The 1243 pairs of
intervals with insignificant correlations also do not support the model;
since they do not have a well defined " principal axis, they were not
studied further. For each of the 234 pairs of positively correlated
intervals, the slope of the principal axis of the tor?esponding scatter
Plot. was determined along:with its 95% confidence limits, using the
method of Sokal-and Rohlf (1969) for a bivariate normal distribution.
The slope of thegprincipal axis was then compared with the slope of the
constant ratio line.

‘Results. Figure 2 shows a typical result. Noté that the slope of
the comstant ratio line falls outside of the confidence limits for the
principal axis slope. In the 234 comparisons made, the constant ratio
slope was outside the 95% cohfidence interval for the observed slope 140
times. If a multiplicative rate parameter model underlies the observed
data, the constant ratio. slope should be rejected only 5% of ¢the time.
(A study of simulated data generated according to the TV model, Equation
1, confirmed the expected 5% rejection rate.) Instead the constant ratio
slope was rejected 60% of the time. Separated by typist, the rejettion
rate varied-from 50% to 672.; When adjacent intervals are excluded, qut
of 97 comparisons the constant ratio slope was tejected 59% of the time.
surprisingly, there appears to be no relation between- constant ratio
slope and the observed slope. The correlation coefficient between the
constant racip slope and the observed slope was +0.02.

-
. -
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Figure'2, Scatter plot of the wi versdé‘}ﬂ interstroke intervals in
instances of the word with as typed by Typist 3. The observed incipal
axis of the bivariate distribution is shown, along ‘with the 95 confi-
dence 1limits for its/slope. The constant ratio line was calculated from
the ratio of the mean interstroke intervals. .Its slope falls outside
the confidence 1limits for the observed principal axis. 1In an analysis
of 234 such interval pairs, the constaht ratio line‘had a slope signifi-
cantly different from the observed axis 60% of the time, indicating that
the interstroke intervals within a word do not expand proportionally.
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Summary .

- [ 4

An examination of interStroke intervals_in repeated werds did not
support the presence of a -multiplicative rate parameter-~the first

feature of the TV model of fiming. The multiplicative rate parameter °

makes the weak prediction that intervals within a word should be
positively correlated. 62% of the correlations found were not
significantly differenmt from zero, 3% were significant]ly negative, and
only 15% were significantly positive. The multiplicative rate parameter
also makes the strong prediction that Yintervals within a word should
tend to have a constant ratio. Even when the analysis was restricted to
the intervals that were positively correlated, the scatter plots of
idterval pairs had oprincipal axes sgignificantly different from the
constant ratio line ‘60% of the time.

s

Are Keystroke Times Generaded in Parallel?

The setond line of evidence cited by Terzuolo andEViviani for cthe
TV model is that -the variances of the keystroke times do not* increase

-for successive letters in a word. They state: .

v AN
The variance across instances of the t%me of .accutrence of
each event of the seqlence does not increase with the rank
order "of the event within the sequence. . . . THis implies !
that the operations which specify the time of occurrence of
each event are not serially arranged for, otherwise, the
variability inherent to each event would summate. ... . The
events of the pattern are represented within the jengram by
using a (functionally) parallel ‘arrangement. (Terzuolo &
Viviani, 1980, pp. 1101-1102) * )

t

The contrast here is between a paralleL’model, such as the TV mod®l, in °
which the .time of-each keystroke 1is independently specified, Wnd a -

serial modél in whith the time of each keystroke is based on the time of
the previous keystroke. It s important to note that whei Terzuolo and
Viviani refer to 'the varjance. dcross instances of .the tihe of
occurrence of each event of -the sequence,' they do not mean the observed
times of the-events. The variance in the observed times does increase
along the sequence, ag can be easily seen in Terzyolo and Viviani’s
data. Instead they are referring to the variances aftér the . observed
times have been altered by a transformation which I will call the-"TvV
transformation.’l Most of this section will be devoted to .*the nature aof
this transformation and its effects on simulated and observed times.

In the simple.parallql‘bodel% without a rate parameter,
» » 2 ) . R
c .o (3
s o, % oo
. . ’ -« 7 - .
N >
The variance in both the time for each keystroke anhd_the interstroke
inteérvals is constant.  In the corresponding serial modgel, °

- ! S

tun = tuinogy + In + gy’ L)

. byn = Tp + eyn R .

N -

3t
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n .
= Tn + Z_ews : . (5)
n - s=1,
\) -~

- . '
43
The vthance in the time for each keystroke with the.serial model equals
the varlance in the error term plus the variance in the previous time.
Thus,gasauding the error terms are indePendents,the variance will tend
to increase linearly for successive times. (Note, however, that this
distinction only applies to the times;-<the variance of the interstroke
intervals is constant with both models.) - -

“r « -
. .

C e . . . . A
) It would be easy to distinguish between the simple parallel and,’
serial models on the basis ‘of this difference in variances. The
addition of a mu&ﬁ%g&icative ragte parameter,  however,\ complicates the
analysis. With the rate parameter, r Y : . :
;o7 ; w, the simple “parallel ‘model
b&comes the %N model discussed in the previous settio%: P

tun = Tw T+ un v ) @

. LN 4
%

ihe corresponding expression fof the serial model is:

N
.

SC)

Because the rate parameter is constapt-for a given typing of the word,
it  leads to a ﬁositive correlatioll™ between intervals and hence the
variante of the times increases for successive_ keystrokes with both
models. Figure 3 compares the typical pattern of standard deviations of
keystroke times produced by the ‘serial and parallel models with and
without a multiplicative rate parameter. A

Ll

Terzuolo and Viviani’s .approach was to try to remove the effects of
the rate parameter by a "homothetic" (proportional) transformation (the
TV transformation), and then look £t the variances in the transformed
times. Their transformation method is to proportionally adjust the
observed keystroke times for a particular instance of a word by
multiplying each time by a constant.. The set of constants, one constant
for each instance of the word, is chosen to minimize the variance- of the
transformed times,while-keeping the average duration for the words the
same before and after the transformation (Terzuolo & Viviani, 1980;
Viviani, 1981). The TV transformation does Indeed remove the effects of
tne rate parameter. Unfortunately, it also introduces an artifact into
the transformed “times. In particular, the TV transformation causes
systematic distor?ions of the random error component in the observed
times. The consequence is that with the parallel model, although the
variances should be constant \in the absence of the rate parameter, the
variances of, the transformed times tend to decrease for .successive
keystrokes. Surprisingly, e variances of the transformed fimes do not
increases for .successive keystrokes with the serial model either.
Instead they form a distinctive pattern, but one different from that
based on the parallel model. In both cases, the pattern of variances
depends on the number of letters in the word (or more precisely, on the
number of successive times included in the transformation). Figure 3
shows how the TV transformation reduces the variance in the keystroke

14
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: Figure 3. The standard deviations of simulated keystroke times pro-
duced by (starting at the top) parallel and_ serial models with a multi-
plicative rate parameter, parallel and serial models without & multipli-
- cative rate parameter, and TV transformed times produced by the parallel

- and serial models. In the case of“the TV transformed times, the stan-
" i dard deviations are the same whether or not mddel includes a rate param-
i%%eter. Each” curve is based on simulated data for 1000 repetitions of a
.~ ' W¥six letter word! .
. ] 4
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o times. Note in partiéular that the variances are reduced below that for

parallel and serial models without a rate parameter, indicating that tha
TV transformation is also reducing variance due to ‘the random erraor -
term, € - The basis of the artifact produced by the TV transformation
is that" it Teduces the variance due to the random error term in a
systematically.biased fashion. - )

‘

Much of the following discussion' will center. on the pattern
obtained by plotting the standard deviations of the TV,rransformed times
3+ as a function of letter position. I will call this .pattern of standard
deviations the transform pattern. To {nvestigate the effects of the TV
¢ . transformation on Keystroke times, I .generated simulated times accordding
. to the parallel and serial 'models as given 'in equat@ons_& and 7. These
o simulated times were then .transformed according to the 'method of
Terzudblo and Viviani. Figure 4 shows the resulting transform patterns
for sequences of length three to ten keystrokes. For three and four
keystrqQke sequences, the transform patterns decrease for successive
keystrokes with both models, and the models cannot be qualitatively
distinguished. For sequences of five or more keystrokes, however, the
transform patterns are qualitatively different for the serial and

parallel models. L

0

.

- -

. Two important conclusions can be’ drawn from these simulation
, results. First, the absence of increasing variance in the transformed
. times, which Terzuolo and Viviani found, does not indicate an underlying
-parallel model, since-the-vdriances of transformed times do not increase
with the serial model either. Second, since th parallel and serial
models produce different transform patterns, it s?ill might be possible
» to distinguish between parallel “and serial control of timing by
. . comparing experimental keystrokestimes with those simulated according to
the two models. .

-~

Comparison of Data with Paralfg%\and Serial Models

In Figure 5 the transform patterns for the words father and during,

- ‘as reported by Terzuolo and Viviani, are compared with the simulation
results f.r a 6 keystroke sequence. The experiméntal data fit a serial.

model of timing much better than a‘* parallel model.- To make a more

o "qg complete evaluation, I compared the transform patterns published by
F Terzuolo and Viviani with the corresponding patterns for the parallel

and serial models. : ‘ D .-

£

. Method. Terzuolo and Viviani report transform pattefns -for 27
- words of lepgth 5 or more letters. The pattern for each word was
compared with the parallel and serial model by scaling.the model pattern
., with a multiplicative constant until the sum of the squared deviations .
from the corresponding points of the word pattern was ‘minimized. The -
modél pattern which.produced the }Qwest minimum sum was declared the
best fit. ) e S

- -

<

Results. 70% of the 27.words reported by Terzuolo and Viviani fit
the serial model better than the parallel model. I repeated this ’
analysis using my own data (the repeated words from Studies 1 and 2,
described previously) and found similar results. The analysis covered
-# six typists and a total of 97 words (5 letters or longer)., 75% of the
words fit the serial model better than the parallel model.\>Additional
evidence is presented in Figure 6, taken- from Terzuolo dnd Viviani
(1980), which shows the transform patterns for the ends :of “various
words. These patterns all show the striking  increase- in standard
deviations for the last letter that i typical of the serial model and'

-~
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Standard Deviation
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SERTAL MODEL

. Keystroke

Figure 4.

A. Transform patterns obtained when simulated keystroKe times éen—
erated by a parallel model (equation 6) were subjected to the propor-
tional transformation of Terzuolo and Viviani. For each curve, , simulat-
ed Keystroke times for 1000 %equences were transformed. The original
interstroke intervals had a 3tandard deviation of approximately 17%

A
B. Identical to A, except that the simulated keystroke times were
generated by a serial model (equation 7). :

-
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Figure 5. Comparison of transform paﬁterns based on typisﬁ's -data

with the

transform patterns obtained from simulated data generated by

parallel and serial’ timing models.

during and father as reported by Terzuolo and Viviani (1980).

Tated data are the parallel and se

The typist's data are for the

rial transform patterns for six

words

The simu-

keys- ,

troke sequences

from Figure 4,

The transform patterns for the experi-

mental data fit the pattern*for the serial model better than for the

parallel model. _

ax_




&

[y

Gentner ‘ Evidence Against Central Timing'
December 14, 1981 \ 14

Figdrve 6. Transfoim patterns for the end of various wgrds, as re-
ported by Terzuolo and Viviani. Note the striking increase in the pat-
tern for the last letter in the word. This behavior is characteristic
of transform patterns based on gerial models,, and once again indicates

—the the experimentally observed keystroke times are more indicative of
an underlying serial cofffrol of timing than of a parallel control of
timing. (From "Determinants and Characteristics of Motor Patterns Used
for Typihg" by C, A. Terzuolo and P. Viviani Neuroscience, 1980, 5, °
1085-1103." Copyright 1980 by IBRO. Reprinted by permission.) -

- -
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is not seen with the parallel model:
Summary

. Terzuolo, and Viviani found that TV transformed keys&roke times do
not exhibit a general increase in variance for successive letters in a
word, and cite this as evidence for a parallel rather than a serial
model of timing. It turns out, however, that the lack of increase in
variances was an artifact of the TV trapsférmation. For sequences of
five or more keystrokes, however,, the TV ftransform does produce a
qualitatively different pattern of variances for parallel and serial,
models. I showed™that the data of Terzuolo and Viviani, as well as my
data, fit a serial model better than a parallel mbdel 70% to 7.5% of the’
time. Thus the experimental data do not support the second fgature of
the TV model--that keystroke times are determingd in.a parallel fashion.

: Y :

s -

Are  There Word-Specific Timing Patterns?

Terzuolo and Viviani (1980) showed that, in a number of cases, the
interstroke interval for a given digraph differed signigicantly
depending on the wordy in which it was embedded. For example, they
report that for one” typist, the an interstroke interval (the time
between the a and n keystrokes) was 147 msec in the wor@'thank, but .94
msec in the  word "ran. They cite these .differegces as evidence for -a
word=specific timing pattern. An alternative explanation, .however, is
that the interstroke interval could be modulated at the time of°
execution by wider context beyond the digraph. ‘In the word thank,. for
-lnstance, it could be that the right index finger which types the n s
later than usual because it was recently occupied with typing the h.
{Figure 1 shows the standard typewriter keyboard layout.) There would be
no comparable delay. in the word ran because the previous letters are
typed by the opposite hand. In my data, I found -differences in
interstroke intervals for a given digraph in different contexts, similar
to those found by Terzuolo and Viviani. In this section I describe a
study of the effects of context on interstroke intervals, and of whether
.these effects are word-specific.

The, interstroke intervals in typing have almost' always been
categorized in terms of the digraphs being typed. Some authors have
subdivided the digraphs, baged on the type of finger movements required

> to type the digraph (Coover, 1923; Kinkead, 1975; Terzuolo & Viviani,
1980; Gentnér, ¢1981), but the «igraph has remained the wunit. of
description. One study which considered wider context beyond the
digraph was reported by Shaffer (1978). Shaffer found that cthe
'interzgroke interval for a given digraph was affected hy context both to
the left and right of the digraph. I conduct a systematic study of
how interstroke intervals are affected by the surrounding character

context. 7 \

%

Method , .

The data were interstroke intervals from ¢ Study 2, in which six
typists transcribed normal English prose. The analyses ‘reported here
are based on all six-character sequences made uﬂ of 'the 26 1lower case
letters along with period, %omma, and space. Approximately 10,0007

* overlapping sequences were examined for each typist. ’
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+ . Because interstroke interval distributions are highly. skewed, 1

have followed Shaffer (I973) in characterizing them by medians and

quartiles. The spread of an interval distribution was measured i terds

. of the half-width: -the difference between the third and first quartile -

. (the 75th and 25th percentile). I also repeated these analyses using ‘
’ the stapdard deviation rather than the half-width as .a measure of the
spread of the distribution. To efiminate the effect of very long
intervals on the standand deviation, intervals greater than 400 msec

were digcarded (1.8% of the intervals). All results feported in this -

- waper were unaffected by the choice of standard deviation or half-width ' 4

as a measure -of spread. <

Half-Widths ﬁ Interstroke Interval Distributions . ’ Y. \\

LY

. . Figure 7 shows the distribution of all interstroke intervals for a

Y . typical typist.. The half-Width of the overall distribution is 63 msec. *
. On analysis it became clear, however, that this distribution was a
composite of many narrower distributions. When the "context of the
interstroke interval was highly constrained by fixing the six charadter
string containing the interval (the three characters before and after
the interval), the interval distributions had a median half-width of 18
msec. Two such narrower distributions are also <shown in Figure 7.

Figure 7 {illustrates cthe "extremes of context effects; going fr ‘
context at all (cthe _distribution of all intervals) to the ighly
controlled context provided by a string of. six characters. I-firse ..

~ explorethe effects of context by measuring the half-width of interval
distributioms as context is sequentially added to the left and right of
" the interval. Then in the followin} section I address the question of >
whether ‘thege context effects ‘are independent of words, or if )
controlling thes context merely helps specify the word in which the
digraph occurs. N - . - - i v
. o™ 7
The éffects of” specifying context are shown in Tabl'e‘ l,‘. The line : .
labeled "ALL' gives the half-width of the distribution of all
interstroke intervals (the mean half-width across all typists 1is '56.7
msec). The *umedian half-width of *interval distributions for: the
individual characters, shown on 1line” "C", is the median half~width of
the distr¥butions of interstroke intervals ending with a, b, c, etc.
The median half-width for individual characters (5572 Tmsec) is |,
essentially the 'same as for all characters combined, indicating that
specifying the character: being typed. has 1little effect on  the
variability of interstrdke .intervails.. In contrast, specifying one
o additional character to the left of the character being typed -.("cC")

e reduces the half-width by almost half to 31.7 msec. This is the~ -~ -
strongest context effect observed and, is the ba%is . for the «common .
practice of describing intervals in terms of the corresponding digraphs.-

Table 1 also shows that the effect of context extends furcher than one :
character to the left of the character being typed. Specifying- a second -
. ) chatacter to the left ("ccC") further decreases the half-width the
’ distributions to 25.7 msec. Specifying a third character to the left ¥
P (feceC") has little effect. Somewhat surprisingly," context to the right
et of the character being typed also affects the intervals{- It appears -
N from the data in Tabke 1 that specifying one chdracter ("Cc") or two
characters ("Ccc") to the ‘right also .reduces the half-width of the ¥
interval distributions. - "

»

The data in Taple 1 are confounded, however. , Because the data are

< . ‘based on normal English text, the distribution of letters in words is \ .

not balanced and, for example, specifying right context also puts .,
constraints {the Yeft context. To separate these factors, consider

. N N
.. . . N
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g Figure’ 7. The distribution of all interstroke intervals for Typist
3. This distribution has a half—wid‘bb\of 63 msec. The .figyre also
shows the distribution of intervals for the digraph al in the sequence
{space>calor with, a half-width of 30 msec, and the distribution of in-
. tervals for the digraph ig in ‘the sequence weight with a half-width of
.’ . 17 msec. The median half-width for all such Intetval distributions with
’ six characters of dontext fixed is 18 msec, indicating that the distri-
. “bution of all interstroke intervals is composed of many narrower distri-

butions ‘with varying ‘medians. ‘ :
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) o Table.l = - ' . -
» m " .
Median Half-Widchs of Interval Disttributions ) ’ ;
. — ~ — -
| Fixed | b | . Typist | I
o Stringa | N | 1 2 3 4 -5 6. Mean
. l Lo :
CLALL T s 73 63 51 5P 40 | 56.7 |
/ IS ., 26 57 76 59 50 52 37 | 55.2 |
.1 cC. 206 35 39 34 30 246 - 28 3.7 |
, ccC b o238 127 33 27 23 21 23 12507
Clecce 1 es 1 26 *29 26 21 22 22 1 24,3 |
boCe 12l 1 &4 sy 47 41 43 =346 14405
.l Cec Tr237 | 34 40 42 - 35 38 29 | 36,3
| ccCe | 9% | 23 25 23 .19 17 19 21,0 |
| ccCee | .58 | 24 25 19 19 16 18- | 20.2 |
| cceCe 59 23 25 <21 19 7 17 19 3007, |
, | ccc€ee | 20 25 22 18 20 16 21 | 205
Note, Based.on all six-character strings composed of lower case
© letters, period, comma, and Space occuring ten or mpre times in the
diet text. . o .
- ¢
" The row labeled "A11" is "for the distribution of all characters
l combined. The labels for the other rows specify the fixed string
¢ * ,with "C" indicating the character which terminates the interval and "c"
] . ifidicating additiona¥ context characters. For example, the label "ecC"
‘? . refers to a series of 23¢ distributions -including the dist?\\b')ution.
) of an intervals in the string tan. .
- . .- ) N
‘ e b N is the number of distributions, analyzed for each typist.
. . »
! -~
¢ ‘ L 9‘ »
b * b .
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the case when the ch%yacter being typed and two characters to the lef
are specified ("ccC"J. A total of three characters aré specified a‘k\
the mean half-width is 25.7 msec. A féurth character can be added to

- — the context either by specifying a third character to the left ("ecceC™)

or ane character to the right of .the typed character ("ecte"). Adding a
. character on the left to the context decreases the half-width by 1.4
msec, but adding a character. on the right decreases the half-width by

—- 4.7 msec. This effect holds for every individual typist, %nd indicates

that @adding context to the right does more than merely constrain ileft
conteXt. A similar argument shows that the second characdter of right
context has little effect (compare line "ccCc" with line "cceCe" versus
line -"ccCec"). In summary then, the interstroke interval fbr typing a
- glven character is influenced. by the neighboring two characters to the
left and one character to the right. .

Word Effect or Context Effect?

ey ‘

I could be argued that the interstroke interval for a given’
digraﬁﬁris'specific to the word, and in specifying the context we are
merely_limiting the set of words in which the digraph occurs. There-are
three® major lines of evidence against this argument: first, context.

___effects cross word boundaries; second, intervals in the same context,

but in different words, do not differ; third, context effects can be

produced without word-specific timing patterns. ‘
- .

& First, context effects cross word boundaries. To determine whether

context etffects apply only within words. or could also be found between
two words, I compared cases in whicH the left. context was within the
word, with cases where it crossed a word boundary. As indicatef%gn
Table <2, the half-widths of ‘distributions for intervals preceeding lower
case letters narrows as the left context is further specified (compare
line "C" with: line "cC" and line " _C"). The character context "is
clearly more effective than the space context:“reducing the half-width .
to an mean of 30.5 msec, compared to 42.7 msec for. the space centext.
The important point for this analysis, however, is that specifying a
second character of left comtext further reduces the half-width of the
distributions by similar amounts whether the intervening character is a
lower «case letter or a space. When it is within-word context ("eeCM),.
the second character of context reduced the half-width by 6.5 msee<dn
average, and when it is cross-word context ("¢ C"), the second character
6% context reduced the half-width by 7.4 msé@. Context effects cross
word boundaries’for &1l six typists. .
In accord with this result, Shaffer (1978) found ‘that the initial
—interval’ in a word eould be affected by. the previous word. For example,
the mead {space>s interval was 91 msec in the phrase win supply but 121
msec in the phrase ratio supply. He found significant effects of the
previous word in 17 of Tthe J9 cases examined. Shaffer’s results
indicate 'not only that context effects can cross word boundaries’y but
that the pattern of,intervals found in a given word is dependent on the
previous word--additional evidence against a word-specific timing
pattern. : T ~
. S .
Second, intervals in the same context, but in different words, do
not differ. T pfamined all words in the diet fext that shared a string
Of four Of more letters to see if there would be any effect of the word
being typed, once two letters of left context and one letter of right
context were specified. For example I compared the er interval in the
words permanent and supermarket. \jiipce the text Wwas not specially
. chosen _for this test, the number oI“possible comparisons was small.,
E

.

A

.
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. “‘Context Effects Within and Across Wé&ds
- Median Half-Widths of Interval Distributions .
p r | | ) ..o . [
| Fixed | b | ¢ Typist . . I |
. N | Stringa | N i 1 2 . 3 4 T 5 \ 6 | |Mean I
[ i |
L C 23 ST 7% s 50 51 37 : sse2 |
cC | leL 3500 37 7 32 28 ., 24 29 '..30.8 |
+ecc 104 27 30 25 c2 21 22 | 2403
' I c I 90 1 45 50 53 50 32 . 26 b o42.7 1
| cC > 36 | | 35.3 |

33 41 50 37 © 28 23

Note. Bised on all strings compéﬁed of. six lower case lefters
occuring 10 or more times in the”dief text. Some of the half-widths

in this table'are slightly differen i from the corresponding half-widths )
. in Table 1 because "C" and "c" in.Table | include lower case - -
’ ‘ letters, period, comma, and space,”but "C" and "c¢" in this table

are restricted to lower case letters dnly.

% The labels specify the fixed string . ’

with "C" indicating the letter terminating the interval and '"c"
indicating additional context characters. For- example, the 13kel "c C"
refers to a series of 36 distributions including,the . T

distTribution of <space}£ intervals in the string e<space>t.

N is the number of distributions analyzed for each tiﬁist.
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Nonetheless, out of 77 pairs of intervals compared in the sames, context
but different words, none of .the means,was significantly différent at
the 5% level. Although a null result is never very convincing, this
finding ‘supports the view that it is the surrounding character context,
rather than the wotd, whicll determines the interstroke interval. »

. - . ' ! '

Third, context effects can be produced without word-specific timing
Eatterns; Examinatfon of the typéwriter keyboard (Figure- IJ suggests
ow, these wider context effects can be accounted for without having to
postulate® word-specific timing patterns.™ Consider th® it interval in
the sequences bit and wit. The typing of the f by the index fifigef on
the top row could bé delayed in the sequene bit, relative to the
sefuence wit, because the index finger is pulled 5@3} from the &Lop row
to type the gb on the bottomerow (the w is typéd by the left Tin finget
on the top Tow). Five of the six "typists- had a longer m ian it
interval in the sequence bit (mean, over typists = 130-msec) thén in tEEQ
sequenceé wit (mean = 112 msec). The means were significantly different -

by a t- test. : ) :

It is less obvious how context .to the right of the digraph could
-affect intervals. To see how this might come about, consider the
sequences. tin and tio. The 1 and ,o gpre typed by the right hand on the
top row, but the'n is typed by the right hand on the bottom. row. If the
attempts to type Eéighboripg letters overlap somewhat in time, we could.
expect the ti interval to be 'longer in the sequence tinj-:a_tendency to
move to the bottom row to type the n would conflict with the movement to
the top row to type the i. This Tonflict would not exist when typing
the sequence tio. All six typists had a longer median ti intervat in
the sequence tin (mean over typists = 126 msec) than in the sequente tio
(mean = 100 msec). The means were significantly different by a t test.
Sha€fer (1978) has also found effects of right context on interstroke
intervals., -

-

These data from typists are supported by results from the
simulation model of typing developed by Rumelhart and Norman (1982).
Their.simulation model has no word-specific timing patterns. Instead,
keystroke timing is determined by the layout of the keyboard and the
pliysical tonstraints of the hands and fingers, which may be ‘attempting
,to type ‘several letters at once. Rumelhart and Norman report effects of
right context very similar to those obtained by Shaffer. I did. several
experiments with their computer simulation model, having it type the
diet text . as -well as specially 'contiolled texts. I found context
effects from characters two to ¢ left and one to the right similar to
“those shown by gtypists. For instdnce, the mean it interval produced” by
the simulation model in the sequenca bit was, l.6 Times as long as in the

. sequence wit. The mean ti interval in the sequence tin was l.3 times as
long as in the sequence Tio. In both cases the means were significantly
different by a t test. /

‘ -
Summary :
Terzuolo and Viviani.argued that the fact that digraph intervals
could vary from one word to another was- evidence for a word-specific
timing pattern. Although I also find Rhat a given digraph interval can

vary from one word to another, I show that this variation is part of a

systematic pattern of context effects produced by the surrounding
characters. ‘The effects of local context at the time of planning or
execution appear to be sufficient to account for' all the observed
results. Most importantly, the fact that context effects act similarly
within words and across word boundaries indicates that word-specific

o
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timingupatgerns do- not produce in these context effects. Thus, these
analyses do ndét'support the third feature of the TV model--word-specifig
timing patterns. . s
. . v'
Discussion

‘The data and analyses presented in this paper are in conflict with
the model ®f Terzuolo and Viviani in which keystroke times are generated
in parallel from a word-specific timing pattern with a multiplicative
rate pargmeter. This conflict is ndt based on differences between my

data and theirs; instead, it is based on a differpgnt interpretation &f
the data. h ¢

0 . ¢ AN

My data show' the same pattern of wariances in keysiroke times as
reported by Terzuolo and Viviani aftefthe times were "normalized" by
their proportional .. transformation., However¢ the observation that
variances do not ‘increase for successive letters in a word is not
avidence for a parallel timing model. Instead it is an artifact “of
their transformation. The pattern of variances in the transformed times
is different for parallel and serial “models, however, and data from
typists fits a serial model of timing more closely than a parallel
model . ER ’

My, ‘data confirm the finding by -Terzuolo and Viviani that the
interstroke interval for a digraph can depend upon the word in which it
appears. ‘'However, the relevant context is the surrounding characters,
not the word, as they claim. These context effects cross word
boundaries, which argues against a word-specific basis. "

Finally,” on the issue of whether the interstroke intervals expand ,
proportionally, some of my data are similar to those reported in various
figures by Terzuolo and Viviani. However, Terzuolo and Viviani only
report on,selected words and, although some of my data look like theirs,
most do not. Statistical techniques can be used in these cases to
compare the’ entire ‘body of experimental- data with a theoretical model.
This gives a better view of the typicality and range of the experimental
data and helps guard against the tendency to select only those instances
th2§15upport a particular theory. When that is done, with my data, a

mo with proportionally expanding interstroke intervals is rejected by
the data about 60% of the time. .

My analyses argue against the control of timing in typing by a
word-specific, stored, timing pattern which can be proportionglly
expanded of contracted to produce words of differing overall duration.
This does not, however, rule out all models of timing based on central
patterns. For example, a timing pattern could be generated in the
course of ’ preparing to execute the keystrokes, or might be based on
digraphs or. trigraphs rather than word units. Grudin (19819 has found
that, in the case of transposition errors, the timing of the keystr@kes
is closer to what would be expected for the correct sequence, rather
than what would be expected for the incorrect se&uence that was actually
typed. - It is difficult to account his results without proposing some
type of timing pattern to control the keystroKes.,
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86. Edited by Michael (ole, Edwin Hutchins, James Levin and NaomlL Miyake. Naturalistic problem solving and
microcomputers. Report of a Conference. June, 1979. »

87. Donald A. Morman. Twali» issues for cognitive science. October, 1979.

88. Donald A. Normar.. slips of the mind and an outline for a theory of action. November; 1979.

89. The Center for tiv. .n Information Processing. A Description and a Five-Year_Report (1974-1979). November,
1579. i
- .
90. Michael Cole and Peg Gritffin. Cultwral amplifiers reconsidered. December, 1979. - °

91. James L McClelland and David k. Rumelhart. An interactive activagion model of the effect of context in
perception. Part 1. April, 1980.

9dme James L. McClelland and J.X. ;g Regan. The roIe of expectations 1n the use of peripheral visual information
in reading. ‘tebruayy, 19 -

93. Edwin Hutchins. Conceptual structures of Caroline Island,naVLgatlon. May, 1980.

94. Friedrich wilkening and \orman H.‘Anderson. Comparison of two rule assessment methodologies for studying
cognitive gevelogpent. June, 1980.

95. David E. Rumelhart and Jaaes L. McClelland. An interactive activation model of the effect of context in
* perception. Part-1I. August,*~1980. ' :

96. Jean M. Mandler. Structural invariants .n development. September, 1980.
97. David E.\Rumelﬁart and Donald A. Norman. Analoglcal processes 1n learning. October, 1980. '

98. James A. Levin and Yaakov kareev. Personal computers and education: The challenge to schools. November, 4:
1980 R

. . ~ ..
99. Donald A. Norman and Tim Shallice. Attention to a¢tion: Willed and automatic control of behavior.
December, 1980. >
"100. David E. Rumelhart. Understandinyg understanding. January, 1981. / !

101. George Mandler. The structure gf value: Accounting for taste. May, 1981.

10Z. David E. Rumelhart and Donald A. Norman. Simulating a skilled typst: A study‘of skilled cognitive-motor
perﬁarmance. May} 1981. . ’ . :

103. Jean M. Mandler. presentation! June, 1981.

104. Donald R. Gentner. Skilled finger movements 1n typing. July, 1981.

105. Edwin L. Hutchins and James A. Levin. Point of view in problem solving. August, 1981.

- . ¢

106. Michael Cole. Society, mind and development. September, 1981. . . .
Michael Cole. The zone of proximal development. Where culture and cognitiontreate each other. September;

1981.

- ‘

107. Laboratory of Comparative Human Cognition. Culture and cognitive development. November, 1981.

-

* 108. Donald R. Gentner. Evidence against a central control model of timing in typing. December, 1981, -
» Femn ' '
\ -
. . N
c-“ ’
- Note: Requests for CHIP reports 1ou1d be addressed to the alithor. Reports are also available through the
Library Loan Service of tﬁe‘Unlver51ty of California, San Diego, La Jolla, California 92093. *
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